Analytical evaluation of beam deformation problem using approximate methods
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Abstract

The beam deformation equation has very wide applications in structural engineering. As a differential equation, it has its own problem concerning existence, uniqueness and methods of solutions. Often, original forms of governing differential equations used in engineering problems are simplified, and this process produces noise in the obtained answers. This paper deals with the solution of second order of differential equation governing beam deformation using four analytical approximate methods, namely the Perturbation, Homotopy Perturbation Method (HPM), Homotopy Analysis Method (HAM) and Variational Iteration Method (VIM). The comparisons of the results reveal that these methods are very effective, convenient and quite accurate for systems of non-linear differential equation.
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1. Introduction

Linear and nonlinear phenomena are of fundamental importance in various fields of science and engineering. Most models of real life problems are still very difficult to solve. Therefore, approximate analytical solutions were introduced. Often, assumptions are made and empirical models are implemented in order to overcome difficulties in solving the equation due to high interdependence of some of the parameters involved. Analytical solutions often fit under classical perturbation methods (Aude et al., 1998; Fillo and Geer, 1996a, 1996b). However, as with other analytical techniques, certain limitations restrict the wide application of perturbation methods, most important of which is the dependence of these methods on the existence of a small parameter in the equation. Disappointingly, the majority of nonlinear problems have no small parameter at all. Even in cases where a small parameter does exist, the determination of such a parameter does not seem to follow any strict rule, and is rather problem-specific. Furthermore, the approximate solutions solved by the perturbation methods are valid, in most cases, only for the small values of the parameters. It is obvious that all these limitations come from the small parameter assumption.
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Recently, several new techniques have been presented to overcome the mentioned difficulties. Some of these techniques include Variational Iteration Method (VIM) (He, 1997,1999a, 2006a, 2007, 2008a; He and Wu, 2007; Ganji et al., 2007; Ganji and Sadighi, 2007; Barari et al., 2008a, 2008b, 2008c; Fouladi et al., 2010), decomposition method (Adomian, 1983, 1986, 1994), Homotopy Perturbation Method (HPM) (He, 1999b, 2003,2006b,2008b; Ghotbi et al., 2008; Ganji and Sadighi, 2007; Choobbasti, 2008a, 2008b; Mirmoradi et al., 2009; Hosein Nia et al., 2008) Homotopy Analysis Method (Ghasempour et al., 2009; Sohoulie et al., 2010, Omidvar et al., 2010a; Sajid and hayat, 2009; Fooladi et al., 2009; Kimiaeifar et al., 2009a, 2009b,2010; Moghim et al., 2010), Energy Balance Method (Jamshidi and Ganji, 2010; Momeni et al., 2010) etc.

The non-linear differential equation of beam deformation under static load (Figure 1) is shown in the following Eq. (1).

\[
\frac{d^2 y}{dx^2} = \frac{ML}{EI}\varepsilon
\]

(1)

Note that \( E \) is the elastic modulus and that \( I \) is the second moment of area. \( l \) must be calculated with respect to axis perpendicular to the applied loading. \( x \) is the length from left bearing. Mostly, it is assumed that the part \( \frac{dy}{dx} \) is equal to zero and the problem is converted to an easier form in order to analyze it. In current research the authors apply new analytical methods to achieve an exact solution of the beam deformation problem.

The boundary conditions usually model supports, they can also model point loads, moments, or other effects, as represented below:

\[
y(x = 0) = 0 \\
\frac{dy}{dx}(x = \frac{l}{2}) = 0,
\]

(2)

where, \( l \) represents length of the beam. Herein, the authors present approximate methods namely HPM, VIM, HAM and perturbation methods to solve the above equation in order to obtain the deformation of beam under static loading.

2. Methods

2.1 Basic Idea of Perturbation Method

Perturbation method is based on assuming a small parameter. The approximate solution obtained by the perturbation methods, in most cases, are valid only for small value of the small parameter. Generally, the perturbation solutions are uniformly valid as long as a scientific system parameter is small. However, we can’t rely fully on approximations, because there is no criterion on which the small parameter should exist. Thus, it is essential to check the validity of approximations numerically and/or experimentally (Aude et al., 1998; Fillo and Geer, 1996a, 1996b).

For very small \( \varepsilon \), let us assume a regular perturbation expansion and calculate the first three terms; thus we assume

\[
\theta = \theta_0 + \varepsilon \theta_1 + \varepsilon^2 \theta_2
\]

(3)

With substituting Eq. (3) in the Eq. (1) and after expansion and rearranging based on coefficient of \( \varepsilon \)-term, we have:

And finally with three-term expansion:

\[
\varepsilon^3: \text{Differential equation in } \theta_0(\tau)=f(u).
\]

(4)

\[
\varepsilon^2: \text{Differential equation in } \theta_1(\tau) \text{ and } \theta_0(\tau)=0,
\]

(5)

\[
\varepsilon: \text{Differential equation in } \theta_2(\tau), \theta_1(\tau) \text{ and } \theta_0(\tau)=0
\]

(6)

2.2 Basic Idea of Homotopy Perturbation Method

To explain this method, let us consider the following function:

\[
A(u) - f(r) = 0, \quad r \in \Omega
\]

(8)

with the boundary conditions of:

\[
B(u, \frac{\partial u}{\partial n}) = 0, \quad r \in \Gamma,
\]

(9)

where \( A, B, f(r) \) and \( \Gamma \) are a general differential operator, a boundary operator, a known analytical function and the boundary of the domain \( \Omega \), respectively. Generally speaking, the operator \( A \) can be divided into a linear part \( L \) and a non-linear part \( N(u) \). Eq. (8) can therefore, be written as:

\[
L(u) + N(u) - f(r) = 0,
\]

(10)

By the homotopy technique, it is reduced to:

\[
v(r, p): \Omega \times [0, 1] \rightarrow R
\]

which satisfies

\[
H(v, p) = (1-p)[L(v) - L(u_0)] + p[A(v) - f(r)] = 0,
\]

\[
 p \in [0,1], r \in \Omega,
\]

(11)

or

\[
H(v, p) = L(v) - L(u_0) + pL(u_0) + p[N(v) - f(r)] = 0,
\]

(12)

where \( p \in [0,1] \) is an embedding parameter, while \( u_0 \) is an initial approximation of Eq. (8), which satisfies the boundary conditions. Obviously, from Eqs. (11) and (12) then it is reduced to:

\[
H(v, 0) = L(v) - L(u_0) = 0,
\]

(13)
The changing process of $p$ from zero to unity is just that of $v(\nu, r)$ from $u_0$ to $u(r)$. In topology, this is called deformation, while \( L(v) - L(u_0) \) and \( A(v) - f(r) \) are called Homotopy. According to the HPM, the embedding parameter $p$ can be first used as a “small parameter”, and assume that the solutions of Eqs. (11) and (12) can be written as a power series in $p$:

$$v = v_0 + pv_1 + p^2v_2 + \ldots,$$

Setting $p = 1$ yields in the approximate solution of Eq. (11) to:

$$u = \lim_{p \to 1} v = v_0 + v_1 + v_2 + \ldots,$$

The combination of the perturbation method and the homotopy method is called the HPM, which eliminates the drawbacks of the traditional perturbation methods while keeping all its advantages. The series (16) is convergent for most cases. However, the convergent rate depends on the nonlinear operator \( A(v) \). Moreover, He made the following suggestions (He, 1999b):

- The second derivative of \( N(v) \) with respect to $v$ must be small because the parameter may be relatively large, i.e. $p \to 1$.
- The norm of \( L^{-1} \frac{\partial N}{\partial v} \) must be smaller than one so that the series converges.

### 2.3 Basic Idea of Variational Iteration Method

To clarify the basic ideas of VIM the following differential equation is considered:

$$Lu + Nu = g(t),$$

where $L$ is a linear operator, $N$ is a nonlinear operator and $g(t)$ is a homogeneous term.

According to VIM, we can write down a correction functional as follows:

$$u_{n+1}(t) = u_n(t) + \int_0^t \lambda \left[ Lu_n(\tau) + Nu_n(\tau) - g(\tau) \right] d\tau$$

where $\lambda$ is a general Lagrangian multiplier which can be identified optimally via the variational theorem. The subscript $n$ indicates the $n$th approximation and $u_n$ is considered as a restricted variation.

### 2.4 Application of Perturbation Method

Consider Eq. (1) for beam with conditions as follows:

$$E.I = 1000 \text{ N.m}^2, L \text{ (length of the beam)} = 1 \text{ m}, F = 10N$$

To solve Eq. (1) by means of Perturbation, we consider the following process. First we change the Eq. (1) to the following form:

$$\frac{d^2 y}{dx^2} - \left( \frac{M}{EI} \right)^2 \left( 1 + \epsilon \frac{dy}{dx} \right)^3 = 0 \quad (20)$$

Where, $x$ is length from the left support. It is assumed that $\theta(x)$ is:

$$\theta(x) = \theta_0(x) + \epsilon \theta_1(x) + \epsilon^2 \theta_2(x)$$

Substituting Eq.(21) in to Eq.(20) and rearranging the resultant equation based on powers of $\epsilon$-terms, one has:

$$\epsilon^0 \left( - \frac{d^2}{dx^2} \theta_0(x) \right)^2 - \frac{F^2 x^2}{4EI} = 0, \quad (22)$$

$$\epsilon^1 \left( - \frac{d^2}{dx^2} \theta_1(x) \right)^2 - \frac{3F^2 x^2 \left( - \frac{d}{dx} \theta_0(x) \right)^2}{4EI} = 0, \quad (23)$$

$$\epsilon^2 : - \frac{3F^2 x^2 \left( \frac{d}{dx} \theta_0(x) \right)^4}{4EI} - \frac{3F^2 x^2 \left( \frac{d}{dx} \theta_1(x) \right)^2}{2EI^2} + 2 \frac{d^2}{dx^2} \theta_0(x) \left( \frac{d^2}{dx^2} \theta_2(x) \right) + \left( \frac{d^2}{dx^2} \theta_1(x) \right)^2 = 0, \quad (24)$$

$$\theta(x)$$ might be written as follows by solving the Eqs. (22), (23) and (24):

$$\theta_0(x) = \frac{Fx^3}{12EI} + \frac{1}{16EI^3}, \quad (25)$$

$$\theta_1(x) = \frac{3F^3 \left( \frac{8}{21} x^7 - \frac{5}{6} t^6 x^5 + \frac{1}{6} t^4 x^3 \right)}{1024EI^3} - \frac{F^3 t^6 x}{8192EI^3}, \quad (26)$$

$$\theta_2(x) = \frac{15F^3 \left( \frac{128}{55} x^{11} - \frac{32}{9} t^5 x^9 + \frac{16}{7} t^3 x^7 - \frac{4}{5} t^2 x^5 + \frac{1}{6} t x^3 \right)}{1048576EI^3} - \frac{3F^3 t^{10} x}{8388608EI^3} \quad (27)$$

In the same manner, the rest of components were obtained using the Maple package. According to the Perturbation, we can conclude that:

$$y(x) = \lim_{\epsilon \to 1} \theta(x) = \theta_0(x) + \theta_1(x) + \theta_2(x) + \ldots,$$
Therefore, substituting the values of $\theta_4(x), \theta_2(x)$ and $\theta_1(x)$ from Eqs. (25), (26) and (27) in to Eq. (28) yields:

$$y(x) = \frac{F x^3}{12 EI} + \frac{F l x}{16 EI} - \frac{3 F x^5}{1024 (EI)^3} + \frac{3 F x^5}{8192 (EI)^3} - \frac{3 F x^5}{8388608 (EI)^4}.$$  

(29)

### 2.5 Application of Homotopy Perturbation Method

To solve Eq. (1) by means of HPM, the following process is considered. First Eq. (1) is changed to the following form:

$$\left( \frac{d^2 v(x)}{dx^2} - \frac{M}{EI} \right) + (1 + \frac{3}{2} \frac{d}{dx} v(x))^2 = \frac{F}{2 x}$$

Equation (30)

$$\lim(1 + \alpha)^\beta = 1 + \beta \alpha \quad \alpha \to 0$$

(31)

$$v = v_0 + p v_1 + p^2 v_2 + p^3 v_3 + \ldots$$

Here it is assumed that $v_2 = 0$. To solve Eq. (30) by means of HPM, we consider the following process after separating the linear and nonlinear parts of the equation. A Homotopy can be constructed as follows:

$$H(v, p) = (1 - p) \left( \frac{d^2 v(x)}{dx^2} - \frac{M}{EI} \right) + v_0^2 + \frac{3}{2} \frac{d}{dx} v_0(x) = 0,$$  

(32)

Substituting $v = v_0 + p v_1 + p^2 v_2 + p^3 v_3 + \ldots$ into Eq. (32) and rearranging the resultant equation based on the powers of p-terms, one has:

$$p^0: \frac{\partial^2 v_0(x)}{\partial x^2} = 0,$$  

(33)

$$p^1: \frac{\partial^2}{\partial x^2} v_1(x) = \frac{M}{2 EI} \left( 1 + \frac{3}{2} \frac{d}{dx} v_0(x) \right)^2 = \frac{F x}{2 EI},$$  

(34)

$$p^2: \frac{\partial^2}{\partial x^2} v_2(x) = \frac{M}{4 EI} \left( 1 + \frac{3}{2} \frac{d}{dx} v_0(x) \right)^2 = \frac{3 F x}{4 EI} v_0(x),$$  

(35)

$$p^3: \frac{\partial^2}{\partial x^2} v_3(x) = \frac{M}{4 EI} \left( 1 + \frac{3}{2} \frac{d}{dx} v_0(x) \right)^2 = \frac{3 F x}{4 EI} v_0(x),$$  

Where, $v(x)$ may be written as follows by solving the Eqs. (33), (34) and (35):

$$v_0(x) = 0,$$  

(36)

$$v_1(x) = \frac{F x^3}{12 EI} - \frac{F l x}{16 EI},$$  

(37)

$$v_2(x) = \frac{3 F x^5}{1024 (EI)^3} - \frac{3 F x^5}{8192 (EI)^3} + \frac{3 F x^5}{8388608 (EI)^4},$$  

(38)

In the same manner, the rest of components were obtained using the Maple package. According to the HPM, we can conclude that:

$$y(x) = \lim v(x, t) = v_0(x) + v_1(x) + \ldots,$$  

$$p \to 1$$  

(39)

Therefore, substituting the values of $v_0(x), v_1(x)$ and $v_2(x)$ from Eqs. (36), (37) and (38) in to Eq. (39) yields:

$$y(x) = \frac{F x^3}{12 EI} - \frac{F l x}{16 EI} - \frac{3 F x^5}{1024 (EI)^3} + \frac{3 F x^5}{8192 (EI)^3} - \frac{3 F x^5}{8388608 (EI)^4}.$$  

(40)

### 2.6 Application of Variational Iteration Method

In this Section, variational iteration method is developed for solving beam deformation equation. Consider beam deformation equation (Eq. 1). To solve Eq. (1) via VIM at first, Eq. (1) is developed to Eq. (41).

$$\left( \frac{d^2 v(x)}{dx^2} - \frac{M}{EI} \right) \left( 1 + \frac{3}{2} \frac{d}{dx} v(x) \right)^2 = 0$$

Equation (41)

$$M = \frac{F x}{2}$$

(41)

$$\lim(1 + \alpha)^\beta = 1 + \beta \alpha \quad \alpha \to 0$$

where $x$ is displacement form left support and $y(x)$ is the deformation of the beam In order to find the Lagrangian multiplier, which can be identified by substituting Eq. (41) into Eq. (18), upon making it stationary leads to the following:

$$\left. 1 - \lambda' \right|_{x=x_e} = 0$$

(42)

Solving the system of Eq. (42), yields:

$$\lambda(x) = \lambda(x_e) = x - x_e,$$  

(43)

and the variational iteration formula is obtained in the form:

$$y(x) = y_0(x) + \int \left( x - x_e \right) \left( \frac{d}{dx} y_0(x) - \left( 1 + \frac{3}{2} \frac{d}{dx} v_0(x) \right) \right) \left( \frac{F x}{2 EI} \right) \frac{d x}{dx}.$$  

(44)
Now, for initial approximation \((y_0(x))\) the following procedure is considered.

- The value of \(\frac{d}{dx}y(x)\) is small therefore we assumed \(\frac{d}{dx}y(x) = 0\), then the Eq. 44 changes to Eq. 45.

\[
\frac{d^2}{dx^2}y(x) = \left(\frac{M}{EI}\right),
\]

\[M = \frac{F}{2}, \tag{45}\]

- The Eq. 45 can be solved easily considering bellow boundary condition

\[y(x = 0) = 0, \quad \frac{dy}{dx}(x = \frac{l}{2}) = 0, \tag{46}\]

- The answer of Eq. 45 considering Eq.(46) is shown in Eq.(47) which is the initial approximation.

\[y(x) = y_0(x) = \frac{Fx^3}{12EI} - \frac{FL^2x}{16EI}, \tag{47}\]

Using the above variational formula (44), we have:

\[y_i(x) = y_0(x) + \sum \int \left(\alpha - r \left[\frac{d^2}{dt^2}y_0(t) - \left(1 + \frac{3}{2}\frac{d}{dt}y_0(t)\right)\right]\right) \cdot \frac{Ft}{2EI} dt, \tag{48}\]

Substituting Eq. (47) in to Eq. (48) and after simplification, we have:

\[y_i(x) = \frac{-Fx(-17920x^2(2EI)^3 + 13440L^2(2EI)^2 + 240F^3x^4 - 252F^2EI^2x^4 + 105F^2E^2x^3)}{215040EI^3}, \tag{49}\]

as it is apparent through comparisons, just one iteration leads us to high accuracy of solutions.

### 2.7 Application of homotopy Analysis Method

In this Section, Homotopy Analysis Method (HAM) is used to obtain the exact solution of nonlinear governing equation for deformation of a beam. Nonlinear operator is defined as follows:

\[N[y(x; q)] = \frac{d^2y(x; q)}{dx^2} - \left(\frac{M}{EI}\right)\left(1 + \frac{3}{2}\frac{dy}{dx}\right)^2, \tag{50}\]

Where \(q \in [0, 1]\) is the embedding parameter. As the embedding parameter increases from 0 to 1, \(U(x; q)\), varies from the initial guess, \(U_0(x)\), to the exact solution, \(U(x)\).

\[y(x; 0) = U_0(x), \quad y(x; 1) = U(x), \tag{51}\]

Expanding \(y(x; q)\), in Taylor series with respect to \(q\) results in:

\[y(x; q) = U_0(x) + \sum_{m=0}^{\infty} U_m(x)q^m, \tag{52}\]

where,

\[U_m(x) = \frac{1}{m!} \frac{\partial^m y(x; q)}{\partial q^m} \bigg|_{q=0}, \tag{53}\]

Homotopy analysis method can be expressed by many different base functions (Kimiaeifar et al., 2009a, 2009b), according to the governing equations; it is straightforward to use a base function in the form of:

\[U(x) = \sum_{m=1}^{\infty} b_m x^m, \tag{54}\]

\(b_m\), is the coefficients to be determined. The linear operators \(L\) is chosen as:

\[L[y(x; q)] = \frac{\partial^2 y(x; q)}{\partial x^2}, \tag{55}\]

Eq. (55) results in:

\[L[c_1 + c_2 x] = 0, \tag{56}\]

Where \(c_1\) and \(c_2\) are the integral constants. According to the rule of solution expression and the initial conditions, the initial approximations, \(U_0\) as well as the integral constants, \(c_1\) and \(c_2\), are expressed as (Moghimi et al., 2010):

\[U_0(x) = c_1 + c_2 x, \quad c_1 = c_2 = 0, \tag{57}\]

The zero\(^{th}\) order deformation equation and their boundary condition for \(y(x)\) are:

\[1 - q)L[y(x; q) - U_0(x)] = qhH(x) N[y(x; q)], \tag{58}\]

\[y(0; q) = 0, \quad \frac{dy(L; q)}{dx} = 0, \tag{59}\]

According to the rule of solution expression and from Eq.(52), the auxiliary function \(H(x)\) can be chosen as follows, (Kimiaeifar, 2010):

\[H(x) = 1 \tag{60}\]

Differentiating Eq.(58), \(m\) times, with respect to the embedding parameter \(q\) and then setting \(q=0\) in the final expression and dividing it by \(m!\), it is reduced to:

\[U_m(x) = \int_0^x H(x)R_m(U_{m-1})dx + c_1 + c_2 x, \tag{61}\]

\[U_m(0) = 0, \quad U_m(\frac{L}{2}) = 0, \tag{62}\]
Eq. (61) is the $m$th order deformation equation for $y(x)$, where

$$R_m(U_{m-1}) = \frac{d^2U_{m-1}(x)}{dx^2} - \frac{M}{EI} \left( \chi_m + \frac{3}{2} \sum_{n=0}^{m} \frac{dU_n(x)}{dx} \frac{dU_{m-n-1}(x)}{dx} \right)$$

and

$$\chi_m = \begin{cases} 0, & m \leq 1 \\ 1, & m > 1 \end{cases}$$

The first, second and third terms of the solution’s series are as follows:

$$U_0(x) = 0,$$

$$U_1(x) = \frac{0.5hML(s-L)}{E},$$

$$U_2(x) = \frac{0.5hML(s-L+hs-hL)}{E}.$$

The series solution is developed to the 10th order of approximation.

### 2.8 Convergence of HAM solution

The analytical solution should converge. It should be noted that the auxiliary parameter $h$ (Fooladi et al., 2009), controls the convergence and accuracy of the solution series. In order to define a region such that the solution series is independent on $h$, a multiple of $\eta$-curves are plotted. The region where the distribution of versus $\eta$ is a horizontal line is known as the convergence region for the corresponding function, see Figure 2.

### 3. Results and Discussions

In this section the results of perturbation, HPM, HAM and VIM methods are compared with each other for $0 < l < 0.5$. The same results can be obtained for the other half of the beam due to symmetry (Table 1 and Figure 3).

### 4. Conclusion

In this paper, the homotopy perturbation method, perturbation method, homotopy analysis method and variational iteration method have been successfully applied to governing differential equation of beam deformation with specified boundary conditions. These methods enable to convert a difficult problem into a simple problem which can easily be solved. The comparisons of the results obtained here provide more realistic solutions, reinforcing the conclusions pointed out by many researchers about the efficiency of these methods. Therefore the HPM, HAM, perturbation and variational iteration methods are powerful mathematical tools and can be widely applied to structural engineering such as beam problems.
Table 1. Comparison between different results

<table>
<thead>
<tr>
<th>X</th>
<th>VIM</th>
<th>Perturbation</th>
<th>HPM</th>
<th>HAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>-6.166666666E-06</td>
<td>-6.16666668E-06</td>
<td>-6.16666668E-06</td>
<td>-6.16666668E-06</td>
</tr>
<tr>
<td>0.2</td>
<td>-1.18333333E-05</td>
<td>-1.18333334E-05</td>
<td>-1.18333334E-05</td>
<td>-1.18333334E-05</td>
</tr>
<tr>
<td>0.3</td>
<td>-1.65000000E-05</td>
<td>-1.65000000E-05</td>
<td>-1.65000000E-05</td>
<td>-1.65000000E-05</td>
</tr>
<tr>
<td>0.4</td>
<td>-1.966666666E-05</td>
<td>-1.966666667E-05</td>
<td>-1.966666667E-05</td>
<td>-1.966666667E-05</td>
</tr>
<tr>
<td>0.5</td>
<td>-2.08333333E-05</td>
<td>-2.08333333E-05</td>
<td>-2.08333333E-05</td>
<td>-2.08333333E-05</td>
</tr>
</tbody>
</table>

Figure 3. Comparison between different results
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